THE MESH CHOPPING ALGORITHM FOR SINGULARLY PERTURBED BOUNDARY VALUE PROBLEM
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Abstract. In [3], a parallel mesh chopping algorithm was presented for solving a class of two-point boundary value problems. Here, we use this algorithm without parallelism for solving singularly perturbed boundary value problems. A Bakelov type of mesh discretization with second- and fourth-order difference schemes are used, and the corresponding discrete analogues are solved by Newton's method.

AMS Mathematics Subject Classification (1991): 65L10

Key words and phrases: singular perturbation, boundary value problem, Bakelov type mesh, finite differences, Newton's method

1. Introduction

Singularly perturbed differential equations represent mathematical models of the phenomena that are studied in many branches of applied mathematics. They have been treated numerically in numerous papers - let us just mention [4], where a survey was given. Due to a small perturbation parameter $0 < \epsilon < \infty$ multiplying the highest-order derivative terms, the solution of the singularly perturbed problem has one or more interior or boundary layers. These layers represent narrow regions of the domain of the differential equation where the solution changes in an abrupt manner. Their presence causes severe computational difficulties for standard numerical methods, as well as in error analysis, since the aim is to obtain error estimates independent of $\epsilon$.

Here we shall consider a nonlinear singularly perturbed boundary value problem

$$-\epsilon^2 u'' + \epsilon f(x, u) = 0, \quad x \in I = [0, 1],$$

$$u(0) = u(1) = 0,$$

where $\epsilon \in (0, c_0), c_0 \ll 1$. Throughout we assume

$$c \in C^5(I \times \mathbb{R}), \quad 0 < \gamma \leq c_0(x, u), \quad x \in I, \quad u \in \mathbb{R},$$
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which guarantees that the problem (1) has a unique and smooth solution \( u \in C^2([0, 1]) \), with (in general) two boundary layers at \( x = 0 \) and \( x = 1 \). Since the layers are of width \( O(\varepsilon) \), it is necessary to use a special discretization mesh which gives considerable amount of mesh points \( \xi \) in these layers. We shall use a non-equidistant mesh of Bakhvalov type form [5], combined with two schemes for approximating \( u''(x) \). The first one will be a standard second-order central difference scheme, [2], and the second a combination presented in [6] which involves a fourth order Hermite scheme. In both cases, a uniform convergence of the second- and fourth-order has been proved (the term uniform means uniform in \( \varepsilon \)).

The discrete analogue of problem (1) will be denoted as

\[
F(u) = 0
\]

where \( F : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1} \) is a nonlinear mapping of a special form. The solution \( u^* \) of (3) obtained by Newton’s method is a numerical approximation to \( u_t \).

The authors in [3] developed a "parallel mesh chopping" algorithm for solving the two-point boundary value problem of the form

\[
y' = f(x, y), \quad y(0) = A, \quad y(1) = B,
\]

where \( \frac{\partial f}{\partial y} \geq 0 \) and \( \frac{\partial f}{\partial y} \) is continuous on \([0, 1] \times \mathbb{R} \). The basic idea is to split the \([0, 1] \) interval into \( p \) different divisions, where each of them consists of \( N + 1 \) unequal subintervals. Approximating the first derivative in (4), in each division, the corresponding discrete analogues are \((N+1) \times (N+1)\), or \( N \times N \) nonlinear systems of equations, which are then solved on \( p \) processors.

In our work, a "mesh chopping" algorithm will be used in mesh discretization for (1). As a result we have to solve \( p \) nonlinear systems with dimensions smaller than \( n \), which gives a considerable reduction in CPU time, as the numerical examples will demonstrate. A disadvantage of this approach is the loss of accuracy — it will be shown that, in some cases, preserving second-order accuracy requires the use of approximation of higher order for \( u \).

This paper is organized as follows. In the next section mesh discretization and approximations of the second derivative in (1) will be introduced, together with convergence theorems. In Section 3, the "mesh chopping" algorithm adapted to solving singularly perturbed problem will be considered. It will be presented in a somewhat different manner than in [3]. In the last section, results of numerical experiments show the efficiency of this method in reducing the CPU time for solving (1).

2. Mesh discretization and discrete analogue

One of the usual techniques for solving the problem (1) is forming special mesh discretization which will resolve boundary layers, and using a difference
scheme of a certain order, adjusted to the chosen mesh. We shall consider the mesh generating function given in [5] with

\[ \lambda(t) = \begin{cases} \frac{\mu(t)}{t}, & t \in [0, a], \\ \mu(a) + \mu'(a)(t-a), & t \in [a, 0.5], \\ 1 - \lambda(1-t), & t \in [0.5, 1]. \end{cases} \]

Here \( q \in (0, 0.5) \), \( a \in (0, q/c) \) and \( a \) is the abscissa of the contact point of the tangent line from \((0.5, 0.5)\) to \( \mu(t) \):

\[ a = \frac{q - \sqrt{q^2 - 2q + 2a}}{1 + 2a}. \]

Usually, the set of mesh points is

\[ I_n = \{ x_i = \lambda(ih) : i = 0, 1, \ldots, n \}, \]

where \( n \in \mathbb{N} \), \( h = n^{-1} \).

As in [2], for approximation of \(-c^2 u''(x)\) we shall use the central difference scheme, so the corresponding discrete analogue \( F(u) = 0 \) is

\[ F_0 := u_0 = 0, \]

\[ F_i := c^2 (a_1(i) u_{i-1} + a_0(i) u_i + a_2(i) u_{i+1}) + c_i = 0, \quad i = 1, 2, \ldots, n-1, \]

\[ F_n := u_n = 0, \]

where

\[ a_1(i) = \frac{-2}{h_i(h_i + h_{i+1})}, \quad a_0(i) = \frac{2}{h_i h_{i+1}}, \quad a_2(i) = -a_1(i) - a_0(i), \]

and \( h_i = x_i - x_{i-1}, \ c_i = c(x_i, u_i) \). The uniqueness of the solution \( u^* \) of the problem (7) and the convergence of the Newton method for solving (7) are proven in [2]. The order of convergence for this scheme on the mesh (5) is presented in [6] in the following theorem.

**Theorem 2.1** Suppose that the condition (2) is satisfied. Let \( u_0 \) be the solution to the problem (1); \( u_{0,h} = [u_0(x_0), u_0(x_1), \ldots, u_0(x_n)]^T \) and \( u^* \) the solution to the problem (7). Then

\[ ||u_{0,h} - u^*|| \leq M h^2, \]

where \( M > 0 \) is a constant independent of \( \varepsilon \) and \( h \).
For approximation of $-\varepsilon^2 u''(x)$ in (1) we shall also use the fourth-order scheme from [6]. The corresponding discrete analogue is

$$F_0 := u_0 = 0,$$

$$F_i := \varepsilon^2 (a_1(i) u_{i-1} + a_0(i) u_i + a_2(i) u_{i+1})$$

$$+ b_1(i) e_{i-1} + b_0(i) e_i + b_2(i) e_{i+1} = 0,$$

$$i = 1, 2, \ldots, n-1,$$

$$F_n := u_n = 0,$$

with

$$b_1(i) = -a_2(i) \frac{h_i^2 - h_{i+1}^2 + h_i h_{i+1}}{12},$$

$$b_2(i) = -a_2(i) \frac{h_i^2 + h_{i+1}^2 - h_i h_{i+1}}{12},$$

$$b_0(i) = a_0(i) \frac{h_i^2 + h_{i+1}^2 + 3h_i h_{i+1}}{12},$$

where $a_2(i), a_0(i), a_2(i)$ are as in (8).

The fourth order of this scheme follows from the following theorem.

**Theorem 2.2.** [6] Let $u_i$ be the solution to the problem (1),

$$u_{i,h} = [u_0(x), u_1(x), \ldots, u_n(x)]^T$$

and $u^*$ the solution to the problem (9). Then

$$\|u_{i,h} - u^*\| \leq M h^4,$$

where $M > 0$ is a constant independent of $\varepsilon$ and $h$.

3. "Mesh chopping" algorithm

In this section we shall describe the mesh chopping algorithm from [3] adapted to the mesh discretization [6].

Let $N \in \mathbb{N}, p = 2^s, s \in \mathbb{N}$. The interval $[0, 1]$ is divided into $s$ different divisions. Each division (marked as $i$) consists of the uniformly distributed points $\tau_j, j = 1, 2, \ldots, N$, including $\tau_0 = 0$ and if $i \neq \tau$, also $\tau_{N+1} = 1$. These points can be represented as

$$\tau_i = \begin{cases} 0, & j = 0, \quad i = 1, 2, \ldots, p, \\ \frac{i}{Np} + \frac{j - 1}{N}, & j = 1, 2, \ldots, N, \quad i = 1, 2, \ldots, p, \\ 1, & j = N + 1, \quad i = 1, 2, \ldots, p - 1. \end{cases}$$
Let \( t_k \in [0, 1] \), \( k = 0, 1, \ldots, n = Np \), be the points defined with

\[
t_k = f_{k+1} = \begin{cases} 
\tau_{k+1,j}, & j = 1, 2, \ldots, p-1, \\
\tau_{k,p}, & j = 0,
\end{cases} \quad k = 0, 1, \ldots, n.
\]

From this definition it is obvious that \( t_k \) are uniformly distributed points with the step \( n^{-1} \). The \( p \) \( (p = 4) \) different divisions of the \([0, 1] \) interval, with \( N = 4 \) and \( h = 1/N \) are depicted in Figure 1.
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As in [3], the problem (1) is solved separately on each division, but, because of the impossibility of using parallel processors, we solved these problems one by one using one processor. We used the difference schemes (7) and (9), and with the points \( t_{kj} \) we formed the discretization mesh as

\[
I_{ki} = \{ x_j = \lambda (\tau_{kj}) : j = 0, 1, \ldots, N + 1 \}, \quad i = 1, 2, \ldots, p - 1,
\]

\[
I_{kp} = \{ x_j = \lambda (\tau_{kj}) : j = 0, 1, \ldots, N \}, \quad i = p.
\]

On each division, discrete analogues are the systems of dimension \((N + 1) \times (N + 1)\), for \( i = p \), or \( N \times N \), for \( i \neq p \). These "smaller" systems are then solved using Newton's method and the obtained solutions are used for constructing the vector \( u \) which represents a numerical approximation to \( u_k \). This means
that instead of solving one nonlinear system of dimension \( n = N_p \), we solved \( p \)
nonlinear systems of smaller dimension \( (N + 1) \). If with \( u_i, i = 1, 2, \ldots, p \),
we denote the solution of the "smaller" nonlinear system on the division \( i \), then
the vector \( u \) is
\[
     u = [u_0, u_1, \ldots, u_n]^T, \quad n = N_p,
\]
where
\[
     u_k \equiv u_{k+i}, \quad j = 1, 2, \ldots, p-1,
     \quad u_n, \quad j = 0,
\]

It is to be expected that the total CPU time for solving \( p \) "smaller" nonlinear
systems will be smaller than the CPU time for solving one "larger" system, as
the numerical experiments show. However, the disadvantage of this method is
a loss of accuracy. By analyzing the error of the scheme (9) it can be easily
shown that in case \( p = N \), the order of the scheme reduces from four to two. In
case of using the scheme (7), the order of convergence remains the same.

4. Numerical examples

We tested several numerical examples which are usually used in the litera-
ture. First four problems have unknown solution, whereas the fifth and sixth
problems are artificially constructed. The previously described method was
tested only for \( p = N \).

For comparison, first we solved these problems using the second-order scheme
(7) with (6) as the mesh discretization and Newton's method for solving the
the corresponding discrete analogue (this method is denoted with "2")-2.
The mesh chopping algorithm consisted of using the mesh discretization (10) together
with the schemes (7) and (9) both of order two, as well as using Newton's method
for solving the corresponding discrete analogues (these methods are denoted with
"CN = 2" and "CN = 4" respectively). In all cases the starting vector for
Newton’s method was
\[
     [u_0(x_0), u_0(x_1), \ldots, u_0(x_n)]^T,
\]
where \( u_0 \) is the solution to the reduced problem \( c(x, u) = 0 \).

Let \( u^N, u^{CN} \) and \( u^{CN} \) be the approximations for \( u \) obtained using the "N -
2", "CN = 2" and "CN = 4" methods respectively, with \( u \) points in the mesh
discretization. For the first four examples we measured
\[
     \|u^N - u\|_m, \quad \|u^{CN} - u^{CN}\|_m, \quad \|u^{CN} - u^{CN}\|_m,
\]
where \( \| \cdot \|_m \) denotes the standard discrete maximum norm on \([0, 1]\). For the
examples 5 and 6, where the exact solution \( u_0 \) is known, we measured
\[
     \|u_0 - u^N\|_m, \quad \|u_0 - u^{CN}\|_m, \quad \|u_0 - u^{CN}\|_m,
\]
The mesh chopping algorithm for \ldots

In all cases we also measured the total CPU time for solving the problem (1) using the methods \( N - 2 \), \( CN - 2 \) and \( CN - 4 \). The CPU time for the mesh chopping algorithm is obtained as the sum of all CPU times for solving the same problem on each division. All experiments were performed using the package Mathematica 3.0.

The parameters used for the first four examples are \( \alpha = 1, \gamma = 0.4, \varepsilon = 10^{-12}. \)

**Example 1**

\[-c^2 u'' + (u^3 + u - 0.75)(u^2 + u - 3.75) = 0, \quad u(0) = u(1) = 0, \]

\[w_0(x) = -1.5\]

<table>
<thead>
<tr>
<th>( n \times p \times N )</th>
<th>( N = 2 )</th>
<th>( CN = 2 )</th>
<th>( CN = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 = 8 \times 8</td>
<td>1.61785 (10^{-3})</td>
<td>1.86541 (10^{-3})</td>
<td>7.39714 (10^{-3})</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>1.32</td>
<td>7.52</td>
</tr>
<tr>
<td>256 = 16 \times 16</td>
<td>1.08589 (10^{-4})</td>
<td>1.60088 (10^{-4})</td>
<td>5.73617 (10^{-5})</td>
</tr>
<tr>
<td></td>
<td>2.47</td>
<td>3.02</td>
<td>4.18</td>
</tr>
<tr>
<td>1024 = 32 \times 32</td>
<td>6.2131 (10^{-6})</td>
<td>6.29423 (10^{-6})</td>
<td>5.39856 (10^{-6})</td>
</tr>
<tr>
<td></td>
<td>17.9</td>
<td>10.55</td>
<td>11.7</td>
</tr>
<tr>
<td>4096 = 64 \times 64</td>
<td>1.58659 (10^{-7})</td>
<td>1.48854 (10^{-7})</td>
<td>1.06341 (10^{-7})</td>
</tr>
<tr>
<td></td>
<td>94.8</td>
<td>53.8</td>
<td>43.17</td>
</tr>
</tbody>
</table>

**Example 2**

\[-c^2 u'' + \frac{u - 1}{5 - 4u} = 0, \quad u(0) = u(1) = 0, \]

\[w_0(x) = 1\]

<table>
<thead>
<tr>
<th>( n \times p \times N )</th>
<th>( N = 2 )</th>
<th>( CN = 2 )</th>
<th>( CN = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 = 8 \times 8</td>
<td>3.37837 (10^{-3})</td>
<td>3.94045 (10^{-3})</td>
<td>1.01235 (10^{-3})</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.84</td>
<td>1.37</td>
</tr>
<tr>
<td>256 = 16 \times 16</td>
<td>2.10454 (10^{-4})</td>
<td>2.47106 (10^{-4})</td>
<td>9.3949 (10^{-5})</td>
</tr>
<tr>
<td></td>
<td>2.69</td>
<td>2.83</td>
<td>3.63</td>
</tr>
<tr>
<td>1024 = 32 \times 32</td>
<td>1.29619 (10^{-5})</td>
<td>1.34065 (10^{-5})</td>
<td>1.30861 (10^{-6})</td>
</tr>
<tr>
<td></td>
<td>21.36</td>
<td>9.83</td>
<td>12.25</td>
</tr>
<tr>
<td>4096 = 64 \times 64</td>
<td>6.17226 (10^{-7})</td>
<td>8.2769 (10^{-7})</td>
<td>2.0325 (10^{-7})</td>
</tr>
<tr>
<td></td>
<td>282.87</td>
<td>37.52</td>
<td>47.84</td>
</tr>
</tbody>
</table>
Example 3

\[-c^2u'' + u - u^2 - z - x^2 + 2zu = 0, \quad u(0) = u(1) = 0,\]
\[u_0(x) = x \]

<table>
<thead>
<tr>
<th>(n = p \times N)</th>
<th>(N - 2)</th>
<th>(CN - 2)</th>
<th>(CN - 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 = 8 x 8</td>
<td>1.28389 ((-3))</td>
<td>1.57269 ((-3))</td>
<td>1.19697 ((-4))</td>
</tr>
<tr>
<td>356 = 16 x 16</td>
<td>8.68157 ((-7))</td>
<td>8.39253 ((-5))</td>
<td>2.50533 ((-7))</td>
</tr>
<tr>
<td>1024 = 32 x 32</td>
<td>2.42</td>
<td>2.81</td>
<td>4.01</td>
</tr>
<tr>
<td>4096 = 64 x 64</td>
<td>18.01</td>
<td>9.23</td>
<td>12.93</td>
</tr>
</tbody>
</table>

Example 4

\[-c^2u'' + u^2 + 1 + z \geq 0, \quad u(0) = u(1) = 0,\]
\[u_0(x) = -\sqrt{1 + x} \]

<table>
<thead>
<tr>
<th>(n = p \times N)</th>
<th>(N - 2)</th>
<th>(CN - 2)</th>
<th>(CN - 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 = 8 x 8</td>
<td>1.74075 ((-3))</td>
<td>2.00675 ((-3))</td>
<td>1.23819 ((-4))</td>
</tr>
<tr>
<td>256 = 16 x 16</td>
<td>1.08615 ((-4))</td>
<td>1.11173 ((-4))</td>
<td>2.72578 ((-7))</td>
</tr>
<tr>
<td>1024 = 32 x 32</td>
<td>6.68828 ((-6))</td>
<td>6.84439 ((-6))</td>
<td>6.61626 ((-9))</td>
</tr>
<tr>
<td>4096 = 64 x 64</td>
<td>17.8</td>
<td>7.42</td>
<td>10.05</td>
</tr>
</tbody>
</table>

For Examples 5 and 6 the parameters are \(a = 1, q = 0.4, e = 10^{-8}\).

Example 5

\[-c^2u'' + 0.5 \sin \left(1 - e^{\left(-\frac{e}{2}\right)} + e^{\left(-\frac{e}{2}\right)} \right) - 0.5 \sin u + u - 1 = 0,\]
\[u(0) = u(1) = 0,\]
\[u_0(x) = 1 - e^{\left(-\frac{e}{2}\right)} + e^{\left(-\frac{e}{2}\right)} \]
### Example 6

\(-x^2 u'' + u = -\cos^2(\pi x) - 2e^x \cos(2\pi x), \quad u(0) = u(1) = 0,\)

\[ u_e(x) = \frac{\cos(\frac{\pi x}{2}) + \cos(\frac{\pi x}{2})}{1 + e^{-\pi}} \cos^2(\pi x) \]

<table>
<thead>
<tr>
<th>(n = p \times N)</th>
<th>(N = 2)</th>
<th>(C/N = 2)</th>
<th>(C/N = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 = 8 \times 8</td>
<td>2.21354(-3)</td>
<td>2.84386(-3)</td>
<td>2.23262(-4)</td>
</tr>
<tr>
<td>256 = 16 \times 16</td>
<td>1.37198(-4)</td>
<td>1.46759(-4)</td>
<td>4.87694(-7)</td>
</tr>
<tr>
<td>1024 = 32 \times 32</td>
<td>8.0337(-6)</td>
<td>8.73082(-6)</td>
<td>8.88467(-9)</td>
</tr>
<tr>
<td>4096 = 64 \times 64</td>
<td>5.38788(-7)</td>
<td>5.40159(-7)</td>
<td>1.33339(-10)</td>
</tr>
<tr>
<td>16384 = 128 \times 128</td>
<td>3.44097(-8)</td>
<td>3.36766(-8)</td>
<td>2.076939(-12)</td>
</tr>
</tbody>
</table>
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